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Morphing Morals

NEUROCHEMICAL MODUL AT ION OF MOR AL JUDGMENT  

AND BEHAV IOR

Molly J. Crockett

How does br ain chemistry affect morality? Simple observations and introspection 
reveal that people sometimes feel motivated to help others, but not always. Moral senti-
ments are diverse and dynamic: they differ between individuals, and within individuals 
over time. This observation suggests that moral sentiments could be shaped by neuro-
modulators, brain chemicals that modify neuronal dynamics, excitability, and synaptic 
function. Here I will review recent studies examining how the neuromodulator sero-
tonin influences moral judgment and behavior.

In our work, we focused on serotonin for several reasons (Crockett et al. 2008). If one 
were to engineer a neurotransmitter system for the purpose of governing something as 
complex as moral behavior, one would want a system that is evolutionarily old yet easily 
modifiable, widely distributed in the brain, with many receptor subtypes to allow for 
maximum flexibility in control of behavior. The serotonin system fulfills all of these 
requirements (Insel and Winslow 1998), and has been implicated in regulating a wide 
range of social behaviors across species. In both primates and humans, serotonin func-
tion tends to covary positively with “prosocial” behaviors, such as grooming, coopera-
tion, and affiliation, and tends to covary negatively with “antisocial” behaviors such as 
aggression and social isolation (Higley and Linnoila 1997; Higley et  al. 1996; Higley 
et al. 1996; Knutson et al. 1998; Krakowski 2003; Linnoila et al. 1983; Moskowitz et al. 
2001; Raleigh et al. 1991). Such prosocial and antisocial behaviors are likely precursors to 
human morality (Brosnan and Waal 2012; Proctor et al. 2013; Stevens et al. 2005).
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In one study, we examined how serotonin influences moral judgments in the domain 
of harm and care. Humans have a basic aversion to harming others that infuses moral 
judgment and moral behavior. Such harm aversion is thought to underlie deontological 
moral judgments, for example, judging it to be morally unacceptable to kill one person 
in order to save five others. One particularly elegant demonstration of how harm aver-
sion is related to deontological moral judgment comes from a study by Cushman and 
colleagues. In the lab, subjects were asked to perform and observe various “fake” harm-
ful acts, such as shooting a fake gun and smashing a doll’s head against a table. Subjects’ 
physiological reactivity to both performing and observing the harmful acts was corre-
lated with subsequent deontological moral judgments (Cushman et al. 2012).

How does serotonin affect deontological moral judgments? We conducted a study 
in which participants judged the moral permissibility of harmful actions in hypotheti-
cal scenarios on three separate occasions (Crockett et al. 2010). On one occasion, they 
received the drug citalopram, a selective serotonin reuptake inhibitor. Citalopram en-
hances serotonin function by blocking its reuptake after it has been released into the 
synapse, thus prolonging serotonin’s actions on postsynaptic receptors. On another oc-
casion, they received a different drug, atomoxetine, a noradrenaline reuptake inhibitor. 
Finally, on a third occasion, they received a placebo pill.

We compared the effects of citalopram, atomoxetine, and placebo on judgments in 
three types of scenarios: neutral scenarios that contained no moral content, “personal” 
moral scenarios in which harmful actions were emotionally salient, and “impersonal” 
moral scenarios in which harmful actions were not emotionally salient. There were no 
differences across treatments on judgments in the neutral scenarios or the impersonal 
scenarios. However, in the personal scenarios, we found that citalopram seemed to in-
crease harm aversion—​participants were more deontological, that is, less likely to en-
dorse harming one to save many others.

We also examined how the drug effects interacted with individual differences in 
empathy. We might expect that individuals who have a stronger baseline level of harm 
aversion could be more susceptible to the effects of serotonin manipulations. Our data 
supported this prediction. We split participants into low-​ and high-​empathy groups, de-
fined by scores in the Interpersonal Reactivity Index (Davis 1983). We found no effect 
of citalopram on judgments in the low-​empathy group, but a strong effect in the high-​
empathy group. In our sample, the most harm-​averse individuals were those who scored 
high on empathy and also received citalopram.

In another set of studies, we examined how serotonin shapes morality in the domain 
of fairness and reciprocity. Humans care deeply about fairness, to the extent that they 
are willing to incur personal costs in order to punish unfair behavior and enforce fair 
outcomes. Such “costly punishment” plays an important role in encouraging and sus-
taining cooperation (Fehr and Fischbacher 2003).

In our studies, we measured costly punishment behavior using the Ultimatum 
game (Güth et al. 1982). This game has two players, a proposer and a responder. They 
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have to agree on how to split a sum of money, or neither of them gets any money. 
The proposer makes an offer to the responder. The responder can accept the offer, 
in which case both players are paid accordingly. Or he can reject the offer, in which 
case neither player is paid. A receiver motivated solely by self-​interest will accept any 
offer, because something is better than nothing. But many studies have shown that 
most receivers would rather have nothing than let the proposer get away with taking 
the lion’s share.

We were interested in how costly punishment in the ultimatum game would be sensi-
tive to manipulations of the serotonin system. In our first study (Crockett et al. 2008), 
we used a technique called acute tryptophan depletion, which temporarily lowers the 
amount of serotonin that is available to the brain, allowing us to observe behavior when 
the brain is in a low-​serotonin state. We compare the effects of acute tryptophan deple-
tion to a placebo treatment in a double-​blind study.

Participants played the role of responder in a series of one-​shot ultimatum games, in-
teracting with a different proposer on each round. We deliberately used one-​shot games 
to rule out strategic motivations for rejecting unfair offers. In a repeated game, rejecting 
an unfair offer can induce the proposer to offer higher amounts in subsequent rounds. 
We were interested in rejection behavior that is motivated solely by the desire to punish 
unfair behavior, which can be measured cleanly in one-​shot games.

We found that impairing serotonin function with acute tryptophan depletion in-
creased the rejection of unfair offers, without affecting the (low) rejection of fair offers. 
In a second study, we examined the effects of enhancing serotonin function with citalo-
pram on costly punishment in the ultimatum game (Crockett et al. 2010). We compared 
the effects of citalopram with those of atomoxetine and placebo. As with the moral 
judgment study, we found that citalopram influenced decision-​making, but atomoxetine 
had no effect. Specifically, citalopram reduced the rejection of unfair offers, producing 
the opposite effect to acute tryptophan depletion. Again, the effects of citalopram were 
strongest in participants high in empathy.

Note that the effects of serotonin manipulations on moral judgment and behavior 
cannot be explained by changes in mood. In all studies, we were careful to measure 
mood at baseline and postmanipulation. We did not observe any reliable effects of sero-
tonin manipulations on subjects’ mood, and subjects were blind to the treatment they 
received. Despite this, we found significant effects of serotonin manipulations on moral 
judgment and behavior.

In light of these behavioral findings, we became interested in better understanding 
the motivational processes that give rise to these effects. Although costly punishment is 
usually framed in terms of fairness and reciprocity, it is worth considering that punish-
ing a norm violation requires harming the norm violator—​whether economically (as in 
ultimatum games), emotionally (as in scolding or gossiping), or even physically (as in 
corporal punishment). Decisions not to punish (which were enhanced by citalopram) 
could therefore be driven by some form of harm aversion.
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There is indeed converging evidence that similar sorts of motivational processes could 
influence both moral judgments in hypothetical scenarios, and costly punishment deci-
sions. In our studies, citalopram made people less likely to reject unfair offers and less 
likely to endorse harmful actions in personal moral scenarios. Meanwhile, patients with 
damage to the ventromedial prefrontal cortex show the opposite pattern—​they reject more 
unfair offers (Koenigs and Tranel 2007) and are more likely to endorse harmful actions in 
personal moral scenarios (Koenigs et al. 2007). Finally, psychopaths and healthy people 
with psychopathic traits show a behavioral pattern similar to that of the ventromedial 
patients—​they also reject more unfair offers (Koenigs et al. 2010) and are more likely to en-
dorse personal harms (Bartels and Pizarro 2011; Koenigs et al. 2011). Together these studies 
support the notion that costly punishment and moral judgment are similarly governed by a 
medial fronto-​striatal circuit concerned with “moral sentiments” like harm aversion.

In our most recent study, we investigated how depleting serotonin shapes the neural 
circuitry of costly punishment behavior (Crockett et al. 2013). One advantage of examin-
ing brain activations is that they can provide clues about the motivational processes that 
drive behavior. Specifically, we tested whether serotonin influences punishment behav-
ior through affecting a more “altruistic” motive to enforce fairness norms, versus a more 
“antisocial” motive for revenge. These competing explanations generate different predic-
tions about the effects of serotonin manipulations on brain activity.

Previous work has identified brain regions associated with motives for revenge. In 
one classic neuroimaging study, participants first played a series of trust games with two 
confederates. One confederate played fairly, and the other played unfairly. Next, partici-
pants watched as the fair and unfair confederates received electric shocks.

When participants passively observed the unfair players receive shocks, they showed 
activation in the ventral striatum, and this activation was correlated with self-​reported 
desire for revenge (Singer et al. 2006). Other studies have reported ventral striatum acti-
vation when sports fans observed fans of their rival team suffer (Cikara et al. 2011; Hein 
et al. 2010). These findings suggest that watching a rival suffer has motivational value. 
There is also evidence that actively delivering punishment has motivational value. When 
people punish unfair behavior, they show increased activity in the dorsal striatum (de 
Quervain et al. 2004; Strobel et al. 2011).

Together these findings suggest that if depleting serotonin increases costly punish-
ment behavior by enhancing the motivational value of punishment, we should see that 
serotonin depletion increases activity in the striatum when people punish. This is pre-
cisely what we observed. Serotonin depletion increased activity in the dorsal striatum 
during punishment, and individual differences in the neural effects of depletion were 
correlated with individual differences in the behavioral effects of depletion.

An alternative (though not mutually exclusive) possibility is that serotonin deple-
tion increases punishment by enhancing altruistic motives to enforce fairness norms. 
Previous studies have shown that fair outcomes activate value-​processing regions, in-
cluding the ventral striatum and medial prefrontal cortex (Tabibnia et al. 2008; Tricomi 
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et  al. 2010). Thus, if serotonin depletion amplifies preferences for fairness, we should 
expect that serotonin depletion would increase fairness-​related responses in these re-
gions. Instead, we observed the opposite effect: serotonin depletion blunted ventral stri-
atal responses to fair outcomes, suggesting that depletion made fairness goals less salient.

We observed a similar, albeit weaker, effect in the medial prefrontal cortex. The clus-
ter showing the interaction was located in anterior MPFC (Brodmann area 10), a region 
that has been implicated in the representation of abstract and social rewards (Haber and 
Knutson 2009; Rademacher et  al. 2010), mentalizing (Amodio and Frith 2006), and 
moral cognition (Moll et al. 2011). It may therefore be involved in assessing the long-​
term benefits arising from mutual cooperation (Rilling and Sanfey 2011). Supporting 
this view, patients with damage to the MPFC show impaired prosocial emotions (Moll 
et al. 2011) and are less likely to reciprocate trust (Krajbich et al. 2009). Thus, serotonin 
may normally increase cooperation (and inhibit retaliation, which can damage social 
relationships) by enhancing the subjective value of the distant rewards associated with 
repeated cooperation. This would be consistent with our previous finding that serotonin 
depletion increased impulsive choice in tandem with its effects on costly punishment 
(Crockett et al. 2010) and could also explain the observation that serotonin depletion 
reduces cooperation in the repeated prisoner’s dilemma (Wood et al. 2006), while en-
hancing serotonin function has the opposite effect (Tse and Bond 2002). An obvious 
next step would be to test whether enhancing serotonin function promotes positive reci-
procity by boosting ventral striatal and MPFC responses to mutual cooperation.

The pattern of results we observed suggests that serotonin depletion decreased the 
subjective value of social exchange while simultaneously enhancing the subjective value 
of retaliation via punishment. More broadly, our observations are compatible with the 
hypothesis that serotonin regulates social preferences, where enhancing (versus impair-
ing) serotonin function leads individuals to value the outcomes of others more positively 
(versus negatively; Siegel and Crockett 2013). This hypothesis unifies a range of empirical 
data describing positive associations between serotonin function and prosocial behavior 
on the one hand, and negative associations between serotonin function and antisocial be-
havior on the other hand. To test this hypothesis, future work will combine more pre-
cise computational models of social preferences with pharmacological manipulations and 
neuroimaging.

Studies demonstrating effects of neurochemical manipulations on morality may 
have potential normative implications. We have shown that moral judgments and 
decisions are sensitive to fluctuations in brain chemistry; others have discovered 
similar effects of stress (Starcke et  al. 2012; Youssef et  al. 2012)  and even time of 
day (Danziger et al. 2011). Together these studies have shown that moral judgments 
respond to factors that are clearly nonnormative. However, certain kinds of moral 
judgments appear to be more sensitive to nonnormative factors than others. In par-
ticular, moral judgments about physical harms (e.g., Greene’s “personal” scenarios in 
which harms are emotionally salient) seem to be more susceptible to the influence of 

OUP UNCORRECTED PROOF – FIRSTPROOFS, Tue May 24 2016, NEWGEN

acprof-9780199357666.indd   241 5/24/2016   5:03:07 PM



242

242      New Methods in Moral Neuroscience

neuromodulators (Crockett et al. 2010; Terbeck et al. 2013) and acute stress (Starcke 
et al. 2012; Youssef et al. 2012). This raises the question of whether we should gener-
ally be more skeptical of judgments in such “personal” cases, compared with judg-
ments in “impersonal” cases involving more indirect harms, which appear to be less 
susceptible to nonnormative influences.

In addition, some individuals may be more vulnerable to influence by nonnorma-
tive factors than others; for instance, we have shown that the effects of manipulat-
ing serotonin on moral judgments interact with individual differences in empathy 
(Crockett et al. 2010). This is hardly surprising, given that genotypic variability af-
fects how an individual’s nervous system reacts to perturbations in neurotransmitter 
levels (Rogers 2011). But this individual variability raises important ethical issues, 
particularly in the realm of applied ethics: if certain individuals are less influenced 
by nonnormative factors than others, by way of their genetic makeup or some other 
stable underlying trait, should the judgments of these individuals be privileged above 
those who are more influenced by such factors? Take, for example, a recent study 
showing that judges are more likely to grant parole if the parole hearing takes place 
immediately after a snack break (Danziger et  al. 2011). Suppose we discover a bio-
marker that reliably detects an individual’s susceptibility to the influence of snack 
breaks on judgments. Should such evidence be used to bar certain individuals from 
making judicial decisions? Obviously we are a long way off from such a test, but the 
fact that different people can be more or less sensitive to nonnormative factors begs 
the question of whether we should be more skeptical of the former’s judgments com-
pared to those of the latter.

The evidence reviewed here shows that moral judgments are not fixed, but malleable and 
contingent on neuromodulator levels, stress, and so on. Many of us would rather believe 
that such judgments are not so dependent on the vagaries of neurochemistry. This raises 
the question whether there exists any “neutral” physiological state from which one can gen-
erate reliable ethical principles (Crockett and Rini 2015). Although the idea of finding such 
a state is certainly attractive, in practice it is far from straightforward. Neuromodulator 
levels are constantly in flux and extremely difficult to measure in humans; for this reason 
there is not even a scientific consensus on what constitutes a “healthy” level of serotonin, 
dopamine, and so on, if such a state even exists. Moreover, determining which state is the 
“neutral” one, for the purpose of establishing a neutral ethical baseline, is itself a sort of 
value judgment that would be subject to influence by the same neurochemical factors—​an 
inescapable problem. In the coming decade it will be important to systematically investi-
gate these questions and debate their significance for morality.
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Hendrix and Pearson pulled Romona into a dilapidated house. They 

took her down to a basement where they tortured her, beat her up, and 

raped her for four days. They took off her clothes and put her in chains. 

They sodomized her. They tried to saw off her hands and feet. They 

beat her face with a hammer when she screamed. They cut the webbing 

between her fingers. They burned her face with a lit cigarette. Then 

they kept her under a tarp. When a friend stopped by, they brought 

him to basement where Ramona was being kept. As they were smoking 

pot on the couch, Hendrix said out loud: “Say hi, bitch.” The friend 

asked: “Who y’all talking to?” Hendrix and Pearson pulled up a tarp on 

the floor to show their proud work. They made Ramona recount every-

thing they had done to her to their friend. Then they dropped the tarp 

back to the floor. Romona was eventually bludgeoned to death with a 

hammer and a barbell. Hendrix and Pearson were later reported to say 

their interaction with Ramona was “fun.”

—​A compilation from Gardiner 2008; Katz 2006; Ginsberg 2006.

Every murder raises terrible questions that no trial, no law, no punishment 

can answer. What forces make it possible for one human being to take the 

life of another? … Scholars ranging from theologians and psychologists 

to evolutionary biologists have offered theories about murder—​theories of 

evil, theories of disease, theories of disposition—​but the analytical burden 

placed on any general discussion of murder, freighted, as it is, with atroc-

ity, is nearly unbearable. Nothing suffices, or can.

—​Lepore 2009

11

Of Mice and Men

THE INFLUENCE OF RODENT MODEL S OF EMPATHY ON 

HUMAN MODEL S OF HARM PRE VENT ION

Jana Schaich Borg

The acts Hendrix and Pearson committed in the story above were morally very 
wrong. For many, it seems impossible to even imagine doing such horrible things to an-
other being. This raises fundamental questions. One question discussed in this volume 
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is why we judge or believe it to be morally wrong to cause harm to others. An equally es-
sential question, however, is why some people (hopefully most people) act morally while 
other people, like Hendrix and Pearson, act so immorally. In other words, what leads to 
moral or immoral action, as opposed to its related cousins, moral judgment and moral 
belief?

Moral judgment and moral action must be differentiated; what people think or report 
is morally wrong or obligatory does not always correspond with what people do (Blasi 
1980, 1983), or even what they say they will do (Schaich Borg 2006). The past decade of 
neuroscience research on morality has taught us a lot about the neural systems involved 
in making moral judgments. The next decade of neuroscience research needs to focus on 
delineating the brain systems involved in morally relevant action. In particular, it should 
focus on a particularly devastating type of morally relevant action: unjustified physical 
violence.

A major reason we do not yet know how to prevent unjustified violence is that bio-
medical studies of human antisocial behavior are rife with ethical and practical chal-
lenges (Ward and Willis 2010). To start, one of the most efficient ways to identify study 
participants who are likely to commit violence in the future is to identify people who 
have committed violence in the past; thus, prisoners are an informative population to 
study. However, federal rules severely limit the amount of biomedical research that can 
be carried out in prison populations, especially if such research does not benefit the re-
search participants themselves (to protect prisoners from coercion) (Osganian 2008). 
Research that ultimately benefits incarcerated research participants is often restricted as 
well, because some (including granting agencies) feel that individuals who have already 
committed immoral actions should be punished without an opportunity for treatment 
(Taylor 2011; Beck 2010; Eastman 1999). Such ethical concerns motivate some research-
ers to study antisocial behavior outside of the prison, but antisocial research outside the 
prison is plagued by its own difficulties. People who consistently commit violent or im-
moral action do not usually seek treatment or research participation voluntarily, and 
when they do, clinical service providers may be obligated to turn them away to avoid 
the inherent physical risks of working with such a dangerous population (Howells and 
Day 2007). Finally, there is concern that studying the biological basis of violent behavior 
will undermine notions of responsibility, culpability, and free will, and that identifying 
or treating potential offenders can lead to discrimination or stigmatization (Beck 2010; 
Pickersgill 2011; Pustilnik 2009). Perhaps these challenges explain why so few attempts 
have been made to develop or test biomedical treatments for violent or immoral behavior 
(Gibbon et al. 2010; Khalifa 2010), and why no biomedical treatments currently exist 
(Salekin et al. 2010).

Ethical concerns surrounding the study of human immoral and antisocial action 
are very important, but they must be balanced with our obligations to protect the 
rights of our fellow members of society, including the right to live a life without un-
justified physical or emotional harm. We now know that the most persistent 5 percent 
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to 8  percent of offenders are responsible for between 50  percent and 70  percent of 
documented violent crimes (Farrington et al. 1986; Moffitt 1993; Vaughn et al. 2011). 
We also now know that a considerable amount of variance in immoral and antisocial 
behavior can be accounted for by one’s genetics (Ferguson 2010; Gunter et al. 2010). 
This raises the strong possibility that there is something genetically and biologically 
different about the most persistent violent offenders that, when fully understood, 
may shed some light on how to change their violent, immoral behavior. Given the 
disproportionate amount of damage this small population of destructive individuals 
causes, a change in these individuals’ behavior could have a dramatic impact on how 
much violence is committed worldwide. If it is feasible to develop treatments for the 
biological causes of violent behavior in an ethically appropriate way, we should try 
to do so.

One critical advance from the past decade that has made the development of treat-
ments for unjustified violent behavior a realistic possibility is the development of 
rodent models of empathy (which will be renamed “negative intersubjectivity” in later 
parts of this chapter). As discussed in sections 11.1 and 11.2 of this chapter, empathy 
is a phenomenon that contributes to violence aversion, and we now know some of the 
brain regions that likely contribute to human empathy. However, these advances, by 
themselves, have not been sufficient to make significant progress toward developing 
methods for treating biological causes of violent behavior. Fortunately, rodent models 
of empathy have become available at the same time as field-​changing technologies that 
allow us to dissect rodent neural circuits with unprecedented accuracy and efficiency. 
Section 11.3 will describe these rodent models and explain how they provide power-
ful and realistic opportunities for neuroscience to help prevent unjustified violence 
in more mechanistic ways than were previously thought possible. Sections 11.1–​11.3 
will collectively provide evidence that the most efficient way to understand moral 
action and prevent immoral action is to pursue rodent research and human research 
in parallel.

11.1. � “Negative Intersubjectivity”?

“Negative intersubjectivity” will be defined as feeling negative affect when another 
feels negative affect. In the story recounted earlier, Hendrix and Pearson certainly did 
not have negative intersubjectivity because they did not feel negative when they saw 
Ramona’s wounds or heard her screaming in pain. Instead, they were entertained by, 
and eventually bored by, her distress. Ramona would be alive and unharmed if Hendrix 
and Pearson had felt aversion to Ramona’s distress cues. This illustrates a fundamental 
principle: if we could learn how to induce negative intersubjectivity, or aversion to ac-
tions that cause pain and distress in others, we could prevent the type of violent behavior 
performed by Hendrix and Pearson.
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11.1.1. � Negative Intersubjectivit y’s R elationship to “Empathy”

“Empathy” is one of the first words that comes to mind to describe the phenomenon 
of feeling negative in response to another person’s distress, and any discussion of nega-
tive intersubjectivity would be remiss to ignore the term. However, despite this natural 
association, the term “empathy” is not very useful because (despite much effort) there 
remains little or no consensus about what it means in either a scientific or colloquial 
context. As some researchers in the field wrote, “Psychologists are known for using terms 
loosely, but in our use of empathy we have outdone ourselves” (Batson et al. 1987, 19). 
Providing support for the spirit of that exclamation, all of the following subprocesses 
have been incorporated into some published definitions of empathy:

	 (1)	 Motor mimicry: adopting the posture, position, or facial expression of an 
observed other. Example: grabbing your own elbow when you see a friend fall 
and grab his elbow.

	 (2)	 Personal distress: a self-​oriented reactive emotion in response to the per-
ception or recognition of another’s negative emotion or situation. Personal 
distress does not need to be congruent with the emotion or situation of the 
observed other, but it does need to describe a negative personal state in the ob-
server. Example: feeling anxious about your own job upon hearing that your 
friend was laid off.

	 (3)	 Emotional contagion: feeling the same emotion as the emotion perceived or 
recognized in another. Most theorists specify that emotional contagion does 
not require observers to be able to distinguish between themselves and the 
person they are observing. Example:  a newborn infant’s reactive cry to the 
distress cry of another infant.

	 (4)	 Affective intersubjectivity: feeling emotions that are “more congruent with 
another’s situation than with one’s own situation” (Hoffman 2000, 30). This 
affective reaction does not necessarily require an accompanying state of un-
derstanding. Unlike emotional contagion, affective intersubjectivity does not 
require that the subject and target feel the exact same emotions, although it 
does tend to require that the subject and target feel emotions of the same va-
lence. Example: feeling sad when you hear that your friend’s parent died.

	 (5)	 Theory of mind: the ability to understand another’s perspective (Wellman 
2010). This can be broken down into (a) “perceptual perspective-​taking,” the 
ability to understand and report what another is likely to perceive, (b) “emo-
tional perspective-​taking,” the ability to understand and report what another 
is likely to feel (sometimes this is also referred to as “empathic accuracy”), and 
(c) “cognitive perspective-​taking,” the ability to understand and report what 
another is likely to think. Examples: Knowing that someone sitting with his 
back to the wall is not likely to see a sign posted on the wall above his head 
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(perceptual perspective-​taking); knowing that somebody will be angry if he is 
not reimbursed the money he lent (emotional perspective-​taking); knowing 
that somebody thinks the meeting is scheduled for Monday because he was not 
told that it had been rescheduled for Tuesday (cognitive perspective-​taking).

	 (6)	 Sympathy: caring for another’s well-​being as it relates to his emotion or situ-
ation (Darwall 1998). This term usually implies that an observer is motivated 
to alleviate another’s suffering, or has judged that another’s suffering should 
be alleviated (Wispé 1986; Eisenberg and Strayer 1987). Example: Wanting to 
give money to a homeless person on the street because you believe he’s hungry.

	 (7)	 Moral judgment or motivation: principles of right or wrong that motivate 
and structure behaviors within social environments. It is under debate whether 
these principles exist because humans have innate emotions toward their per-
ceptions of how other people feel or because humans have unemotional and 
impartial cognitive processes that allow them to deduce relevant social and 
behavioral rules (Haid 2004, 2001; Greene et al. 2001). Example: Most people 
believe that it is wrong to physically beat children and consequently may be 
motivated to prevent other people from physically beating children.

	 (8)	 Altruism: the intention of increasing another’s welfare, even at the expense 
of harm to oneself. Colloquial conceptions of empathy often incorporate al-
truistic intentions, but empathy and altruism are usually differentiated in the 
academic literature (Batson et al. 2011, 417). Example: Giving your food to a 
homeless person, even though you are very hungry yourself, because you want 
to end the homeless person’s hunger.

Using different combinations of these processes, empathy has been defined with vari-
ous descriptions including:

When we have (a) an affective state, (b) which is isomorphic to another person’s 
affective state, (c) which was elicited by observing or imagining another person’s 
affective state, and (d) when we know that the other person’s affective state is the 
source of our own affective state (de Vignemont and Singer 2006, 435). [This defi-
nition includes some aspects of emotional contagion, may include either personal 
distress or theory of mind, and has an extra knowledge component that requires 
the observer to know the other person’s state is the source of one’s own state.]

The capacity to a) be affected by and share the emotional state of another, b) assess 
the reasons for the other’s state, and c) identify with the other, adopting his or 
her perspective. This definition extends beyond what exists in many animals, but 
I employ the term “empathy” even if only the first criterion is met as I believe all of 
these elements are evolutionarily connected (de Waal 2008, 281). [This definition 
can include any of the subprocesses listed above.]
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Empathy is defined as an affective state that stems from the apprehension of anoth-
er’s emotional state or condition, and that is congruent with it. Thus, empathy can 
include emotional matching and the vicarious experiencing of a range of emotions 
consistent with those of others (Eisenberg and Miller 1987, 91). [This definition 
specifies that empathy cannot only be theory of mind because it requires affect, 
and suggests that empathy is usually differentiated from sympathy.]

“The intellectual or imaginative apprehension of another’s condition or state of 
mind [which] is central for understanding a broad range of social phenomena in-
cluding, in particular, moral development. Within this latter context, an empathic 
disposition can be regarded as the capacity to adopt a broad moral perspective, 
that is, to take “the moral point of view” (Hogan 1969, 307). [This definition says 
empathy requires theory of mind and moral judgment.]

Empathy is the ability to experience and understand what others feel without con-
fusion between oneself and others (Decety and Lamm 2006, 1146). [This definition 
specifies that empathy is not emotional contagion and likely not personal distress, 
since personal distress is often elicited via confusion between oneself and others.]

11.1.2. � “Negative Intersubjectivit y” Is R elated to, but Not 
Identical to, Definitions of “Empathy”

The phenomenon critical for this chapter is feeling negative affect when another feels 
negative affect. In order to discuss this phenomenon without bringing conflicting defi-
nitions of “empathy” to bear, the term “negative intersubjectivity” will be used instead 
of “empathy” to refer to this phenomenon of interest. The word “intersubjectivity” in 
this phrase refers to subjective experiences initiated by interactions with others, and 
the word “negative” specifies that those subjective experiences must have a negative 
valence. It is therefore similar to “affective intersubjectivity” (described earlier), but 
does not include subjective experiences with a positive valence. It departs from many 
colloquial definitions of empathy because it does not require the recognition of moral 
content or altruistic intentions. Negative intersubjectivity, said simply, is disliking (for 
any reason, selfish or not) when another individual feels bad. This term represents the 
phenomenon relevant to antisocial and prosocial action better than other terms cur-
rently available.

To further clarify how this phenomenon relates to other academic definitions of em-
pathy, negative intersubjectivity as it is being operationalized here does require negative 
affect in both an observer and a receiver. Since negative intersubjectivity requires affect, 
neither (1) motor mimicry nor (5) theory of mind is sufficient on its own to meet the 
criteria of negative intersubjectivity, and (7) moral judgment would only be sufficient 
if it involved negative affect. Beyond that, however, negative intersubjectivity may or 
may not involve mimicry systems, personal distress, identical emotions between the ob-
server and receiver, or cognitive apprehension of what is happening in either a receiver or 
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oneself. Most importantly, again, negative intersubjectivity does not require motivation 
to help the individual in distress or feelings or judgments about what is right or wrong.

Although the term “empathy” will be avoided whenever possible, many studies rele-
vant to the goals of this chapter utilize published measures of “empathy” or “callousness.” 
These measures ask participants to rate items such as “I often have tender, concerned feel-
ings for people less fortunate than me” (taken from the Interpersonal Reactivity Index) 
(Davis 1980), and are clearly related to negative intersubjectivity. As a consequence, the 
only times the word “empathy” will be used in this chapter will be when describing re-
sults of these studies that explicitly report empathy measurements. The following points 
must be kept in mind when considering these studies. First, as already discussed, empa-
thy self-​report tools incorporate processes (1)–​(7) described above to different degrees, 
so it is difficult to quantify how much self-​reported “empathy” scores uniquely represent 
negative intersubjectivity as opposed to other phenomena like theory of mind (Lovett 
and Sheffield 2007). Second, it is unclear how well such self-​report questions map onto 
negative intersubjectivity, given that empathy self-​reports can be poorly correlated with 
nonverbal measures of responses to others’ distress, such as autonomic outputs or facial 
expressions (Eisenberg and Fabes 1990). Third, it is uncertain how honest people are 
when responding to these questionnaires. Nonetheless, studies using empathy self-​
report scales provide important evidence corroborating that negative intersubjectivity 
consistently correlates with human moral behavior, and therefore deserve attention in 
section 11.2, which summarizes what is known about this critical link.

11.2. � Human Negative Intersubjectivity and Moral Behavior

11.2.1. � Negative Intersubjectivit y Pr edicts Antisocial and 
Prosocial Behavior

One of the most consistent lines of evidence linking negative intersubjectivity to be-
havior comes from studies referencing the “affective” components of trait empathy 
self-​reports. Affective components attempt to capture one’s “emotional” responses to 
others’ experiences, and therefore come close to indexing negative intersubjectivity as 
I have defined it. Indeed, scores on the affective components of self-​reported empathy 
correlate with antisocial behavior, or behavior that imposes harm on others (Jolliffe 
and Murray 2012; Björkqvist et al. 2000; Jolliffe and Farrington 2004; LeSure-​Lester 
2000). Similar evidence comes from research with “callous” personality traits in chil-
dren and adolescents. Callousness is when an individual does not feel guilt, appears 
more concerned about the effects of his actions on himself than on others (even when 
his actions result in substantial harm to others), and generally disregards others’ feelings 
(American Psychiatric Association’s Proposed Draft Revisions to DSM Disorders and 
Criteria). Callous traits often cluster with “unemotional” traits (found in individuals 
who have low levels of affect overall), so the two traits are usually combined and called 
“callous-​unemotional” (CU) traits. Consistent with the correlations found with self-​
reports of trait empathy, CU traits are good predictors of the persistence and intensity 

OUP UNCORRECTED PROOF – FIRSTPROOFS, Tue May 24 2016, NEWGEN

acprof-9780199357666.indd   252 5/24/2016   5:03:07 PM



    253

Of Mice and Men      253

of violence within juvenile and adolescent delinquents, and some evidence suggests that 
CU traits also predict offenders’ resistance to treatment (Frick and White 2008; Hawes 
and Dadds 2005). In addition, persistent violent offenders are disproportionately likely 
to have high CU traits when they are adolescents compared to other offenders (Vaughn 
and DeLisi 2008). CU traits in adults can be indexed by items in the “affective factor” 
of the Psychopathy Checklist (Revised, PCL-​R), a semistructured interview used to di-
agnose psychopathy. When present simultaneously with high impulsivity (another trait 
of psychopathy), scores on the affective factor of the PCL-​R correlate with increased 
violence in adult psychopaths (Hare 1991, 2003). Conversely, the personality traits that 
lead to low scores on the affective items of the PCL-​R may be protective against the in-
fluence of impulsive traits on violent behavior (Walsh and Kosson 2008). Finally, scores 
on the newly developed Inventory of Callous Unemotional Traits, a self-​report assess-
ment designed for both adolescents and young adults (Essau et al. 2006; Kimonis et al. 
2008), correlate with number of arrests and charges for violent crime (Kahn et al. 2012). 
In fact, a study in young adults reported that callousness, on its own and separated from 
unemotional traits, correlated with repeated and violent offending even after controlling 
for prior criminal behavior and other well-​established risk factors (Kahn et al. 2012). 
Thus, there is a well-​documented correlation between negative intersubjectivity deficits 
and persistent antisocial behavior, suggesting that if we could determine how to ap-
propriately modulate negative intersubjectivity, we might be able to decrease antisocial 
behavior.

Whereas antisocial behavior harms others, prosocial behavior is defined as voluntary 
behavior that benefits others, either intentionally or unintentionally (Eisenberg 1986). 
Consistent with the studies above suggesting that increased negative intersubjectivity 
correlates with reduced antisocial behavior, it is well documented that increased nega-
tive intersubjectivity (or reduced callousness) also correlates with increased helping and 
prosocial behavior (Batson et al. 2011, 417; Eisenberg and Miller 1987; Hoffman 2008; 
Eisenberg 2008; Trommsdorff et al. 2007; Batson and Shaw 1991; Batson and Oleson 
1991; Barraza and Zak 2009). For example, self-​reports of empathy when viewing videos 
of emotional scenes correlate positively with helping (preparing gifts to send people in 
the emotional movies) in children (Miller et al. 1996), and positively with more generous 
monetary offers in an ultimatum game in adults (Barraza and Zak 2009). Further, edu-
cational training programs aimed to enhance children’s empathy and empathy-​related 
skills have been reported to increase cooperation, helping, and generosity (Feshbach 
1979; Feshbach and Feshbach 1982). Of note, many reports suggest there may be a non-
linear relationship such that although moderate levels of negative intersubjectivity cor-
relate with increased helping as summarized above, extremely high levels of negative 
intersubjectivity may actually inhibit prosocial behavior to redirect efforts toward mini-
mizing one’s own distress (rather than others’ distress) (Batson et al. 2011, 417; Eisenberg 
2008; Feshbach and Feshbach 1982). Taking this into account, if we succeed in develop-
ing methods to regulate negative intersubjectivity appropriately, the literature suggests 
we may be able to increase prosocial behavior.
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11.2.2. � Neur al Basis of Human Negative Intersubjectivit y

Understanding the mechanisms that cause negative intersubjectivity helps provide in-
sight into how to manipulate negative intersubjectivity. Toward this end, much effort 
has been dedicated to elucidating the neural basis of human negative intersubjectiv-
ity. This now fairly large body of work has been discussed in many excellent reviews 
(Shirtcliff et al. 2009; Walter 2012; Bernhardt and Singer 2012; Decety 2011), so rather 
than duplicate these reviews, the three primary themes of human negative intersubjec-
tivity neuroscience research will be summarized below.

Overlapping, but not identical, brain regions are involved in receiving pain oneself and 
observing pain in another. Two recent meta-​analyses of “empathy” functional magnetic 
resonance imaging (fMRI) studies converged on identifying the anterior cingulate 
(ACC) and the anterior insula (AI) as brain regions consistently activated both when 
receiving pain and when observing others in pain (Fan et al. 2011; Lamm et al. 2007). 
Further, Lamm et  al. calculated that approximately 60  percent of studies measuring 
self-​reported acute empathy in response to task stimuli, and many studies measuring 
general trait empathy using self-​report questionnaires, show that self-​reported empathy 
positively correlates with AI and ACC activity evoked when participants observe others 
in pain. Of note, similar correlations have been reported when observing people in nega-
tive affective states other than physical pain, such as during social exclusion (Meyer et al. 
2013) or while smelling a disgusting odor (Jabbi et al. 2008; Wicker et al 2003). These 
observations have led to the “observing is feeling” hypothesis: observing pain in others 
activates the same neural circuitry as when you are in pain yourself, and activation of this 
neural circuitry mediates empathy.

The established relationships between AI and ACC activity and negative intersubjec-
tivity are qualified by two considerations. First, despite the consistent overlap in the AI 
and ACC, there are also many differences in the neural representation of observing and 
receiving pain. Even within the insula, there is a topographical gradient localizing the 
sensory components of physical pain experience to the more posterior regions, and the 
affective components of physical pain experience to the more anterior regions (Fan et al. 
2011; Lamm et al. 2007; Corradi-​Dell’Acqua 2011). Vicarious pain only elicits activity in 
the more anterior regions. Second, the role of the AI in negative intersubjectivity might 
be more consistent than the role of the ACC. Whereas the AI seems to be preferentially 
active in response to all vicarious pain conditions, the ACC is only preferentially active 
when responding to others in pain under certain high-​attention conditions, suggesting 
it might be more involved in the conscious voluntary control of behaviors relevant to 
negative intersubjectivity than negative intersubjectivity itself (Gu et al. 2010; Azevedo 
et al. 2013; Gu et al. 2012). Perhaps through this putative attentional role, the ACC is also 
hypothesized to help coordinate the recruitment of other task-​relevant brain networks 
as well, like those involved in understanding another person’s actions or mental states 
(Bruneau et al. 2012). In sum, there is compelling evidence that the AI and ACC are 
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involved in negative intersubjectivity in some way, but without methods for manipu-
lating activity in brain regions located deep within the human brain, it is not known 
whether AI or ACC activity is either necessary or sufficient for executing moral actions.

Mirror neurons might have a role in responses to others’ pain. Drawn from a completely 
different set of observations and principles, another popular hypothesis posits that “mir-
roring mechanisms” mediate negative intersubjectivity (Gallese et al. 2011; Spunt and 
Lieberman 2012). Mirror neurons are neurons in the parietal and premotor cortices of 
macaque monkeys that fire both when a monkey performs a particular action and when 
a monkey observes a human or another monkey intentionally perform the same action 
(Rizzolatti and Craighero 2004). Encouraged by the fMRI studies reviewed above that 
show affective brain areas are active both when humans observe and when they receive 
pain, proponents of mirror-​neuron explanations of negative intersubjectivity have pos-
tulated that there may be “affective mirror neurons” in brain areas identified in those 
fMRI studies—​including the ACC or AI—​that mediate physical pain to oneself and 
aversion to pain in others (Iacoboni 2009). According to this view, witnessing somebody 
else in pain activates the same neurons in the ACC or AI that fire when you yourself are 
in physical pain, reinforcing the notion introduced earlier that at least to some extent, 
“empathetic” pain is a type of physical pain.

Two primary potential roles for mirror neurons in negative intersubjectivity have 
been discussed. First, we may automatically physically imitate the actions or facial ex-
pressions of others in distress using motor mirror neurons. Then, second, doing so may 
make it easier for us to automatically affectively imitate the feelings of others in distress 
using affective mirror neurons. In partial support, some studies report that the magni-
tude of motor “mirroring,” defined by observable motor imitation or activity in one’s 
own motor system when observing another person perform an action, correlates with 
self-​reports of state empathy (Sonnby-​Borgström 2002; Sonnby-​Borgstrom et al. 2008; 
Gazzola et al. 2006; Kaplan and Iacoboni 2006; Dimberg et al. 2011; Chartrand and 
Bargh 1999). A recent fMRI study provided some additional compelling evidence using 
multivariate pattern analysis (MVPA) showing that the anterior insula, and perhaps 
the middle insula and cingulate cortex, had identical patterns of hemodynamic activity 
both when receiving pain and when observing pain (Corradi-​Dell’Acqua et al. 2011). Of 
course, fMRI studies cannot provide single-​cell resolution and are only correlational. 
Thus, though the “mirror-​neuron hypothesis of negative intersubjectivity” remains 
a very popular (and very controversial) hypothesis in academic and popular literature 
(Gallese et al. 2011; Baird et al. 2011; Hickok 2009), it has never been tested directly.

Oxytocin’s potential role in negative intersubjectivity is unclear, and likely indirect. 
Oxytocin is popularly called the “love” or “empathy” hormone (see lovehormone.org). 
More accurately, it is a neuropeptide secreted from the paraventricular nucleus, acces-
sory magnocellular nuclei, and the supraoptic nucleus of the hypothalamus during 
many social behaviors (such as birthing or sex). In rodents, oxytocin receptor expres-
sion patterns correlate strongly with sociality and pair-​bonding.92 In humans, one study 
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demonstrated that oxytocin levels in the blood correlated positively with self-​reported 
positive feelings of “empathy” and negative feelings of distress when people watched 
videos of a father describing his son’s terminal brain cancer (Barraza and Zak 2009). 
Oxytocin nasal inhalations have also been shown to increase generosity in a one-​shot 
game asking participants to split a sum of money with a stranger (Zak et al. 2007) and 
change brain activity in response to infant cries (Riem et al. 2011). In addition, some 
oxytocin gene variants correlate with self-​reports of trait empathy (Rodrigues et  al. 
2009; Wu et al. 2012). Reports like these have led to speculations that oxytocin could 
potentially be used to enhance prosocial behavior (Walter 2012; Yamasue et  al. 2012; 
McKaughan 2012).

Enthusiasm for using oxytocin as a “love hormone” to increase negative intersubjec-
tivity and prosocial behavior has been tempered by conflicting evidence about whether 
such applications would work, and more evidence that even if oxytocin did affect nega-
tive intersubjectivity or prosocial behavior, it would likely do so in an indirect fashion. 
First, some studies fail to detect any effects of oxytocin on human negative intersub-
jectivity or responses to others’ pain (Singer et al. 2008; Bartz et al. 2011), and others 
have observed oxytocin effects that are in the opposite direction of ideal social behavior 
(Zhong et al. 2012; Radke and 2012; Sheng et al. 2013; De Dreu 2012). Second, other 
studies report qualified interactions such that oxytocin only affected subgroups of 
people with either a specific gender, set of development conditions, or baseline social 
abilities (Wu et al. 2012; Bartz et al. 2011; Riem et al. 2013; Hurlemann et al. 2010; Bartz 
et al. 2010; Huffmeijer et al. 2012).

Part of the explanation for these complex results is likely based in oxytocin anatomy, 
which has been characterized mostly through rodent research rather than human re-
search. Regardless of the task, most studies find that the observed oxytocin effects are 
mediated by decreased activity in the amygdala, a limbic brain region involved in many 
aspects of emotion (Singer et  al. 2008; Hurlemann et  al. 2010; Striepens et  al. 2012; 
Hirosawa et al. 2012; Tost et al. 2010). Indeed, oxytocin receptors are densely expressed 
in the amygdala (Veinante and Freund-​Mercier 1998; Loup et al. 1991). Importantly, at 
least in rats, they are much less densely expressed in the insula, and perhaps not expressed 
at all in the ACC (Tribollet et al. 1992). This hints that oxytocin’s role in social behav-
ior may not be directly through negative intersubjectivity circuits, but rather through 
amygdala-​dependent social circuits that are modulated or preferentially enlisted in 
specific contexts, including (but not limited to) circuits related to general anxiety and/​
or fear (Churchland and Winkielman 2012). Thus, despite great interest in the role of 
oxytocin in negative intersubjectivity and prosocial behavior, its potential therapeutic 
applications remain controversial.

To conclude, efforts to map out the neural bases of intersubjectivity have led to many 
interesting and compelling biological models of how negative intersubjectivity might 
manifest. Unfortunately, two of the reigning hypotheses about the neural basis of nega-
tive intersubjectivity have yet to be proven or refuted: (1) the putative overlap between 
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neural circuits involved in observing and receiving distress (are some of the same cells 
involved? If so, which ones, and why?), and (2)  the related “mirror-​neuron hypothesis 
of negative intersubjectivity” (do cells exist that respond to both being in distress and 
affectively imitating another’s distress, and do these cells have any relation to the motor 
system?). Slightly more progress has been made testing the oxytocin hypothesis of nega-
tive intersubjectivity, but efforts have yielded conflicting results. Up to this point, our 
ability to more definitively test these hypotheses of the neural basis of negative intersub-
jectivity has been obstructed by the technological constraints of human research. The 
last section of this chapter will discuss how rodent research can rectify this problem.

11.3. � Evidence of Negative Intersubjectivity in Rodents

11.3.1. � Humans versus Rodents as Exper imental Subjects

The fact that morality research has almost exclusively used humans as experimental sub-
jects is understandable given the popular view that humans are the only species to have 
morality (although some argue that nonhuman primates, dolphins, and elephants have 
rudimentary moral systems) (de Waal 2009, 2008). Furthermore, a lot of morality re-
search aims to study emotions or beliefs, and it is challenging to develop methods that 
allow us to infer the internal state or beliefs of animals with whom we cannot commu-
nicate. The downside of restricting morality research to humans, of course, is that it will 
only be able to advance as far as techniques available in humans and human research 
ethics permit. Neuroscience tools available in humans index a wide variety of biological 
functions and can cover many brain or body regions at once, but they also all have poor 
temporal and spatial resolution for the types of processes we believe are responsible for 
cognition and behavior (Homberg 2013; de Waal 2012).

To illustrate, consider the limitations of using fMRI to address the observing-​is-​
feeling or the mirror-​neuron hypothesis of negative intersubjectivity. The following 
details of brain anatomy might at first seem detached from complex phenomena like 
morality, but they are extremely important for understanding why we have not yet been 
able to test popular theories of the neural basis of negative intersubjectivity. Brain tissue 
is populated by heterogeneous populations of cells. Brain cells can be excitatory or in-
hibitory (or be different types of neurons within these classifications), can have diverse 
anatomical projections that allow them to participate in different anatomical circuits, 
can use different neurotransmitters or peptides, and most of the time aren’t even neu-
rons! (Allen and Barres 2009). Critical for the methods of human research, the BOLD 
(blood oxygen level dependent) signal measured by fMRI is due to hemodynamics that 
respond to activity of any of these cells, regardless of whether they are stimulating or 
inhibiting functioning in a brain area, and regardless of whether or not they are neurons 
(Schulz et al. 2012). Therefore, the BOLD signal is too imprecise a measurement to pro-
vide us information about many types of neural circuits. Furthermore, the BOLD signal 
can sometime be too insensitive a measurement. Very small populations of cells within 
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a given brain area may have incredibly important roles in an animal’s behavior (Witten 
et  al. 2010), but not be detectable with fMRI because the hemodynamic response of 
the brain area is dominated by the metabolic needs of surrounding cells. In sum, if the 
neural processes underlying moral behavior are not mediated by relatively large, homo-
geneous populations of cells firing in a relatively homogeneous way, we will not be able 
to detect or study those mechanisms using human fMRI studies, and such studies may 
actually mislead us. Neither the observing-​is-​feeling nor the mirror-​neuron hypothesis 
of negative intersubjectivity makes any claims about whether relevant cells are in large 
homogeneous populations.

If not humans, in what species should we study negative intersubjectivity? At first, 
nonhuman primates might seem like the ideal model organism. Monkeys and apes have 
a close evolutionarily relationship to humans and under certain conditions can be used 
to examine many detailed mechanisms of cognition. Primate work has its own set of 
methodological challenges, however. First, the financial cost and regulation governing 
the use of research monkeys dictates that only two or three animals can be used per ex-
periment. If monkeys have the same diversity in social behavior as humans, it would be 
unwise to infer general mechanisms of social decision-​making from such a small number 
of animals. Second, although it is controversial to cause distress in any experimental 
species, it is particularly controversial to cause distress or pain in monkeys (Suran and 
Wolinsky 2009), making it difficult to study how monkeys respond to other monkeys 
in distress or pain. Third, even if both of these challenges are surmounted, monkeys are 
a difficult species to use to study the molecular or anatomical mechanisms underlying 
behavior because it is costly and ethically contentious to genetically alter primates or 
collect their brains. To be most effective, moral neuroscience needs to be able to study 
negative intersubjectivity and social behavior in a model species that can be used in large 
numbers, that allows us to record from and manipulate the activity of single neurons, 
and that is compatible with techniques for robust and controlled circuit dissection and 
manipulation. The most efficient way to meet these criteria, despite nonhuman primates’ 
evolutionary proximity to humans, is to study negative intersubjectivity in the dominant 
mammalian species used in basic neuroscience research: rodents.

In stark contrast to human research, rodent research permits exquisite control over 
environmental and genetic factors affecting its participants and affords data with ex-
tremely high spatial and temporal resolution. In rodents we can (with enough time) 
not only determine precisely what neurons fire in response to a certain stimulus or 
action, but also the genetic identity of those neurons, what those neurons look like, 
where those neurons project to or receive projections from, and how those neurons 
share information with other neurons. This is the type of information needed to ad-
dress the observing-​is-​feeling and mirror-​neuron hypotheses of negative intersubjec-
tivity. This is also the type of information that permitted (preliminary) explanations 
of the confusing data collected while testing the oxytocin hypothesis of negative 
intersubjectivity.
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Another strong advantage of using rodents as model organisms is that they offer a 
relatively unique opportunity to study the causal relationship between neural properties 
and associated phenotypes. Popular science writing has exposed most people to the idea 
that we can lesion or temporarily inactivate specific brain regions in rodents, and either 
knock out or knock in specific genes. What might be less known is that we can actually 
knock out or knock in specific genes in specific brain regions at specific times during 
a behavior or development (Luo et  al. 2008). Furthermore, thanks to a new technol-
ogy called optogenetics, we can now activate or inhibit genetically targeted populations 
of cells with precise temporal precision (Fenno et al. 2011). We can also use advances 
in brain-​computer interfaces to train algorithms that can determine how and when to 
make specific neurons fire to create precise behaviors, like grasping an object or even 
kicking a soccer ball (Thorsten and Christian 2011; Nicolelis 2012). It would be terribly 
exciting and perhaps revolutionary to apply all of these techniques to the study of moral 
behavior and moral decision-​making. Of course, the primary challenge in using rodents 
to study morality is this: do rodents do or think anything that is morally relevant?

11.3.2. � R equir ements of a Rodent Model of Negative 
Intersubjectiv it y

Evidence supporting a strong relationship between negative intersubjectivity and moral 
behavior has been presented, and the limitations of studying moral behavior exclusively 
in humans has been discussed. The groundwork has been laid to argue that a primary 
goal of moral neuroscience over the next decade should be to develop, establish, and use 
a standardized rodent model of negative intersubjectivity to (a) identify the biological 
systems and neural processes that lead to humans disliking pain and distress in other 
humans, and (b) understand how these systems and processes lead to avoidance of caus-
ing pain and distress in other humans, or stated in reverse, how dysfunction in these sys-
tems and processes lead to persistent callous or violent behavior. The next step towards 
making this argument is to delineate what such a model would look like.

To address (a), a rodent behavioral model of negative intersubjectivity needs to con-
vincingly demonstrate that rodents dislike witnessing other rodents in distress. To in-
terpret the literature discussed in the following section, it is important to know that 
rodents (and some would argue humans) have three natural defense mechanisms against 
something they don’t like:  flight (avoidance), freezing, or fight (aggressive attack). In 
theory, any one of these defense mechanisms could be used to index negative affect. 
However, to simultaneously address (b), a rodent behavioral model of negative intersub-
jectivity must demonstrate that rodents are motivated to actively avoid distress in other 
rodents. Given the purposes of the modeling negative intersubjectivity, clearly a model 
that induces attack in an animal observing another animal’s distress would not be ap-
propriate. When considering the other two defense mechanisms, it is useful to consider 
their ethological functions. Avoidance is the defense mechanism typically used when 
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threats are defined, present, and avoidable. Freezing, on the other hand, is the defense 
mechanism typically used when threats are undefined, not yet present, and unavoidable 
(Eilam 2005). If we want to understand how negative intersubjectivity contributes to 
behavior when a person has an option to prevent violence from happening, avoidance 
would be the most appropriate natural defense mechanism. This becomes even more 
clear when one considers that avoidance and freezing are behaviorally mutually exclusive 
(because you can’t be fleeing if you are freezing) and are known to be mediated by dif-
ferent neural circuits (Eilam 2005; Fanselow 1994). For these reasons, a rodent model of 
intersubjective avoidance would be a better model for human negative intersubjectivity 
than a rodent model of intersubjective freezing (the importance of this distinction will 
be become clear later). Putting these concepts together, an ideal rodent model of inter-
subjective avoidance would do the following:

a.	 Convincingly show that rodents do not like witnessing distress in other rodents
b.	 Incorporate an active avoidance or choice behavior, rather than a freezing 

behavior
c.	 Have an analogue test that could be run in humans for validation and 

comparison

It is important to recognize that such a model of negative intersubjectivity would not 
meet many definitions of empathy, because it does not make any assumptions about in-
tentions, especially altruistic intentions. The next section reviews where the field is in 
developing such a model.

11.3.3. � Progr ess in Developing Rodent Models  
of Negative Intersubjectivit y

Although interest in rodent negative intersubjectivity has increased over the past decade, 
evidence that rodents might be useful for studying intersubjectivity has been around for 
a long time. It is commonly known in animal husbandry that exposing rodents to stress 
cues from other rodents can increase baseline stress, even if no harm is incurred to the 
observing animals themselves. This vicarious stress is so well accepted that the American 
Veterinary Medical Association recommends rodent euthanasia be performed away from 
locations where other animals are housed to prevent potential stress in the noneutha-
nized animals (AVMA Guidelines on Euthanasia, 2007) (Špinka 2012). Furthermore, 
in support of these practical guidelines, experimental observations have documented 
that observing, smelling, and hearing other mice get shocked for an extended period 
of time can increase morphine self-​administration (Kuzmin et al. 1996), cocaine self-​
administration (Ramsey and Van Ree 1993), saccharine preference (Pijlman et al. 2003), 
locomotor activity (Pijlman et al. 2003; Gutiérrez-​García et al. 2006), and immobility in 
a forced-​swim test (Gutiérrez-​García and Contreras 2009; Gutiérrez-​García et al. 2007), 
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and disrupt sleep (Cui et al. 2008). These studies make it clear that rodents perceive at 
least some cues from other animals in distress that can affect their overall behavior. That 
said, these documented observations only prove that rodents perceive distress cues in 
other rodents; they don’t yet prove that rodents have negative emotions that motivate 
them to avoid other rodents in distress.

Fortunately, more explicit behavioral reports of rodents perceiving other rodents’ 
distress have been documented as well. Male mice will modulate writhing pain behav-
iors when they see other mice exhibiting the same writhing pain behaviors, a response 
modulated by the physical proximity between the mice being tested (Langford et  al. 
2006, 2011). In addition, rats show increased locomotor activity and startle amplitude 
when they are returned to a home cage with a rat who was recently shocked in a sepa-
rate room (Knapska 2006), and their ability to learn to associate a shock with a condi-
tioned stimulus will be improved by observing a conspecific receive shock (Chen et al. 
2009; Guzman et al. 2009; Kiyokawa et al. 2009; Bruchey et al. 2010; but see Bredy and 
Barad 2009) or get worse if they are paired with a conspecific who did not receive shock 
in association with that same stimulus (Guzman et  al. 2009; Kiyokawa et  al. 2009). 
Outside of an explicit learning context, rats and mice who have experienced foot shock 
themselves will freeze upon witnessing a cagemate experience foot shock (Atsak et al. 
2011) or upon witnessing a cagemate vocalize in response to a stimulus previously paired 
with foot shock (Kim et al. 2010). Perhaps most relevant, even if an observing mouse 
has never experienced foot shock itself, it may freeze upon witnessing a noncagemate 
experience foot shock, as long as the noncagemate is shocked with very intense strength 
and frequency (Jeon et al. 2010). These data demonstrate that distress cues from other 
rodents will affect freezing responses in observing rodents, which in turn suggests that 
the experience of perceiving other rodents’ distress cues can have a negative valence. This 
is encouraging for developing a rodent model of negative intersubjectivity, but for the 
reasons stated earlier, freezing is not the ideal behavior for studying the role of negative 
intersubjectivity in violence. We must look elsewhere in the literature to find examples 
of behaviors relevant to avoiding distress in others.

Interestingly, most of the studies suggesting that rodents will perform active behav-
iors to avoid another rodents’ distress were published half a century ago and were imple-
mented in rats rather than mice. The most famous of these was published by Russell 
Church in 1959. The explicit goal of this study was to determine whether the “sympa-
thetic” response that “animals and people” often have to the emotional states of others 
could be explained by others’ emotional states acting as conditioned stimuli, or neutral 
stimuli that are learned through experience to be associated with other valenced (in this 
case negatively valenced) stimuli to oneself. To address this, Church taught a group of 
hungry observer rats to press a lever to obtain food. Then Church conditioned the rats. 
In the first conditioning sessions, a light would come on for one minute followed by 
another minute of a rat in an adjacent box getting shocked. This taught the observers 
to associate the light with the other rat getting shocked. In the next set of conditioning 
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sessions, the rat in the adjacent box would get shocked for thirty seconds followed by a 
one-​second shock to the observer rat. This taught the observers to associate the other rat 
getting shocked with shock to themselves. Then Church tested how much the observer 
rats would press a lever to obtain food in the presence of the rat in the adjacent box get-
ting shocked, even if the observers were no longer shocked themselves. He found that, 
indeed, shock to another rat initially served as an effective conditioned stimulus: observ-
ers that were conditioned to associate shock to another rat in the adjacent chamber with 
shock to themselves reduced their lever-​pressing for food during testing days. However, 
this decrease in lever pressing habituated each day over the course of ten days. Church 
also found that a control group who never received shocks to themselves during training 
did not decrease their lever pressing at all during testing (and, if anything, increased their 
lever pressing). Based on this data the authors concluded, “The difference between the 
experimental and unshocked control group was considered support for a conditioned-​
response interpretation of some cases of ‘sympathy’ ” (Church 1959, 134). In other words, 
Church hypothesized that humans may dislike observing distress in others because we 
learn through experience that distress in others is usually associated with some type of 
distress in ourselves. Of note, even if this hypothesis is true, humans (or rats) would still 
have negative intersubjectivity as it is defined in this chapter.

The Church (1959) study is famous because it is one of the first studies designed to 
assess whether rats change their behavior in response to other rats’ distress. However, the 
results were not particularly encouraging as a model of negative intersubjectivity because 
observers’ response to other rats’ distress habituated quite rapidly and was therefore not 
very robust. In addition, the primary observation was related to a lack of lever pressing 
rather than an increase in lever pressing. This makes it difficult to interpret whether the 
observing rats were just freezing when the other rats were getting shocked or whether 
they were intentionally withholding lever presses because doing so would prevent fur-
ther distress.

The first study to address whether rodents are motivated to perform a directed action 
to avoid distress in another rat was published by Rice and Gainer in 1962. In a rather 
strange experimental paradigm, they began by training observer rats to press a lever to 
avoid (or escape) a shock to themselves. A five-​second signal light preceded the escapable 
shock. At the same time as the observer rats were performing this avoidance task, they 
could see a styrofoam block suspended from a hoist being raised up and down adjacent 
to the training chamber. Whenever an observer rat pressed the lever to avoid or escape 
a shock, the block was lowered to the floor, where it remained for fifteen seconds before 
being raised again. The signal light that preceded the shock to the observer was presented 
when the block was at its zenith. After learning this avoidance task, all observer rats 
underwent extinction training until bar pressing in response to the signal light disap-
peared. This suggested that the rats no longer associated the signal light with a future 
experience of shock to themselves. After extinction was verified, testing commenced. 
During testing, the procedure changed in two ways. First, unlike training, the observer 
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rats never got shocked themselves. Second, the styrofoam block was replaced with a live 
rat who “typically squealed and wriggled satisfactorily while suspended, and if it did 
not, it was prodded with a sharp pencil until it exhibited signs of discomfort” (Rice and 
Gainer 1962, 123). Although the observer rats would not be shocked during testing, as in 
the conditioning phase, whenever an observer rat pressed the lever in their chamber, the 
hoist would be lowered until the hoisted rat had all four feet on the ground for fifteen 
seconds. Under these conditions, Rice and Gainer compared the bar pressing of observer 
rats who did and did not receive previous avoidance training. They also examined the bar 
pressing of observer rats who did and did not receive previous avoidance training when 
the suspended rat was replaced with a styrofoam block. They made the following obser-
vations: both groups of observers who witnessed a rat being suspended from the hoist, 
regardless of previous avoidance training, pressed the lever significantly more times than 
their matched controls. Over the course of ten minutes, the experimental groups with a 
hoisted rat pressed the lever an average of fifteen and eighteen times (for the trained and 
untrained rats, respectively), whereas the control groups with a hoisted styrofoam block 
pressed an average of one and five times. This clearly demonstrated that rats will perform 
active actions when they observe another rat in distress. Since the study suggested that 
rats might be willing to press a lever to bring a suspended rat to safety, the authors con-
troversially concluded, “It is suggested that this behavior might operationally be termed 
altruistic” (Rice and Gainer 1962, 124).

Half a century later, a relevant paradigm was reported by Inbal Ben-​Ami Bartal, Jean 
Decety, and Peggy Mason (2011). The purpose of this paradigm was to test whether 
rats had enough prosocial motivation to release a trapped cagemate from captivity. To 
test this, they placed two rats in an open arena. The observer was free to run around, 
while its cagemate was trapped in a plastic restrainer. If the observer pressed the door to 
the restrainer with enough force, it could open the restrainer and release its cagemate. 
During training, the observer and receiver were placed in the arena for ninety minutes 
and the latency to door opening was recorded. If the observer did not open the door of 
the restraining chamber by a certain time, it was opened by the experimenter and the 
rats were allowed to interact before being returned to their shared home cage. Control 
experiments were run in which (a) an observer was placed in the arena with an empty re-
strainer, but no other rat, present, (b) an observer was placed in the arena with an empty 
restrainer present, and a cagemate in a separate adjacent compartment, (c) the observer 
could open the restrainer, but the cagemate was released into a separate compartment, 
(d) the observer was placed in the arena with one restrainer holding its cagemate and 
another restrainer holding chocolate chips, and (e) the observer was placed in the arena 
with one restrainer holding chocolate chips and another empty restrainer. The following 
observations were made: observers took an average of seven days to learn how to open the 
door to the restrainer to “free” the restrained rat before the time limit, and by the end 
of this learning curve the observers opened the door between five and ten minutes after 
the beginning of the session. The average opening rate was similar for the experimental 
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group as for the group when the observer could open the restrainer but the cagemate 
was released into a separate compartment (suggesting the observer wasn’t just opening 
the restrainer to have social interaction), but much higher than either group with empty 
restrainers. Finally, when given a choice between opening a restrainer with a rat or a 
restrainer with chocolate chips, observers opened both restrainers equally quickly, but 
when given a choice between opening a restrainer with chocolate chips or an empty re-
strainer, it opened the restrainer with the chocolate chips faster (although it also opened 
the empty restrainer). The authors concluded, “The most parsimonious interpretation 
of the observed helping behavior is that rats free their cagemate in order to end distress, 
either their own or that of the trapped rat, that is associated with the circumstances of 
the trapped cagemate” (Bartal et al. 2011, 1430).

Although both studies by Rice and Gainer (1962) and Bartal et al. (2011) show clearly 
that rats’ active behaviors are affected by other rats in distress, they also share a char-
acteristic that confounds their interpretation: general arousal (Lucke and Baton 1980; 
Lavery and Foley 1963). In order for these behaviors to be useful models of negative in-
tersubjectivity, the behaviors need to convincingly show that the observers feel negative 
affect when other rats are in distress, and no plausible explanations for the observed 
behavior should exist that do not require the subjective state of the observer to have a 
negative valence. To the contrary, both behaviors reported by Rice and Gainer (1962) 
and Bartal et al. (2011) could potentially be explained by increased general arousal with-
out corresponding negative valence. Generalized arousal is the large-​scale readiness of 
many potential behavioral responses to respond to environmental conditions (Pfaff et al. 
2008). (Arousal, itself, is unvalenced, but it can interact with either positive or negative 
valence circuits to affect subjective states or behavior; Kensinge 2004). Arousal mani-
fests in rodents as increased locomotor behavior when no other stimulus is present to 
initiate motivated action (Pfaff et al. 2008). Thus, if a suspended rat or a restrained rat 
increased arousal without “dislike” in an observing rat, an observing rat should increase 
its locomotion and interact with its environment in a nonspecific way. Bartal et al. mea-
sured locomotor activity in their study and reported that observers were more active 
before learning to open the restrainer, consistent with this prediction.

The best way to determine whether the reported responses were specifically linked to 
distress in another animal in either the Rice and Gainer study or the Bartal et al. study 
would have been to give observers the opportunity to perform a task-​irrelevant action 
in the testing environment. For example, an inactive lever could have been provided in 
the Rice and Gainer study, or a separate empty restrainer could have been provided in 
the Bartal et al. study; researchers could then have tested whether responding toward 
the lever associated with lowering the suspended rat or the restrainer with the rat, as 
opposed to the unpaired level or the empty restrainer, was selectively increased. Neither 
study reported such a control. Even without these controls, there is reason to be skepti-
cal of a negative intersubjectivity interpretation of the Bartal et al. study because both 
when (d) the observer was placed in the arena with one restrainer holding its cagemate 
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and another restrainer holding chocolate chips and (e) the observer was placed in the 
arena with one restrainer holding chocolate chips and another empty restrainer, the ob-
server opened both restrainers. This suggests that, indeed, the observer was more likely 
to respond to many cues, not just the restrainer with a rat in it. Further, inspection of the 
videos published with the Bartal et al. study suggests that neither the observer nor the re-
strained rat avoided the restrainer once the restrained rat was released. In fact, as soon as 
the restrained rat was released, both rats competed to enter the restrainer again, perhaps 
using the restrainer as a toy. This suggests that being in the restrainer was not likely very 
aversive (or aversive at all), which in turn suggests that the observer may never have had 
an opportunity to perceive distress cues from the other rat. In sum, the Rice and Gainer 
and Bartal et al. studies provide convincing evidence that witnessing another rat be sus-
pended or be restrained is a salient stimulus for rats, which may be relevant to negative 
intersubjectivity in some way. However, they are still not ideal behaviors for modeling 
how negative intersubjectivity inhibits violence. If a violent human commits violence 
against a victim, we don’t want the violent human to get generally aroused and start 
causing more damage to everything in his environment, including the victim. Rather, we 
want the violent human to perceive the victim’s distress cues and feel so negative about 
those distress cues that he stops the violence he is currently performing and goes out of 
his way to avoid causing victims’ distress cues in the future. Neither the Rice and Gainer 
nor the Bartal et al. study provides convincing evidence that rats can have these avoid-
ance responses to other rats’ distress.

Five other published studies do provide convincing evidence that rodents will avoid 
other rodents in distress, but unlike Rice and Gainer and Bartal et al. studies, none of 
them are well known or cited. The first of these studies put rats in a T-​maze and trained 
them to go to either end of the T to receive a sucrose award. When receiving sucrose at 
one end of the T was paired with another rat getting shocked, the observers selectively 
avoided that end of the T and sought sucrose at the other end (Evans and Braud 1969). 
A similar behavior was reported in mice who avoided odors of a distressed mouse (dis-
tressed by hypertonic saline injection or by foot shock) in a shuttle box or tube where 
the odors were only pumped into one side of the box or tube (Rottman and Snowdon 
1972; Zalaquett and Thiessen 1991). Perhaps the most convincing demonstration of 
rodent negative intersubjectivity, though, was reported by Simonov and colleagues using 
rats (Preobrazhenskaya and Simonov 1970; Wetzel and Simonov 1978). They designed 
a three-​chamber apparatus such that an observer could be put in two chambers, one 
having a roof and the other having no roof. The observer could move freely between both 
of these chambers, and they were arranged in an “L” around a third receiver chamber. 
The observers could see, but not interact with, a receiver placed in the inner chamber 
from either the covered or the uncovered area. Observers and receivers were placed in 
this apparatus for five minutes daily, and the amount of time the observers spent in the 
covered versus uncovered chambers was recorded. During baseline, most observers pre-
ferred the covered chamber (although the researchers did not test baseline preference in 
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all animals). During testing, whenever an observer went into the covered chamber, the 
rat in the inside chamber would get shocked until the observer entered the uncovered 
chamber. In twelve rats, Preobrazhenskaya and Simonov showed that some observers 
dramatically avoided the covered chamber under these conditions. Further, when the 
observers avoided the covered area during testing, they did so consistently over many 
days (sometimes over twenty days in a row). The authors also made the following inter-
esting observations: (a) four of the twelve animals started to prefer the uncovered area 
after only two or three days of testing, (b) five of the twelve animals started to prefer the 
uncovered area only after they had been used as the shocked rat for three or five days, (c) 
three of the twelve rats never preferred the uncovered chamber, even after having been 
used as the shocked rat, and (d) the four rats that avoided the covered chamber without 
having experienced shock themselves tended to be less anxious as measured by an open 
field test, while the three rats that never avoided the covered chamber were very anxious. 
Further, at the end of the conditioning experiments, Preobrazhenskaya and Simonov 
tested observers in an “aggression” test. In this test, pairs of rats were placed in a com-
partment with a wire floor and observed as electrical charge was gradually introduced 
into the floor. The voltage at which the rats responded by attacking their neighbor was 
recorded. The four rats that avoided the covered chamber without having experienced 
shock themselves in the three-​chamber experiment tended to respond to the shocked 
floor by cooperating with the other rat to short-​circuit the nociceptive stimulation with 
their hind limbs. The three rats that never avoided the covered chamber showed aggres-
sive responses at low voltages.

These studies provide five independent reports that mice and rats will change their 
physical location to avoid distress cues from other mice or rats. These behaviors aren’t 
easily explained by general arousal, because the animals’ change in location is specific 
to where the distress cues originate. Furthermore, the study by Preobrazhenskaya and 
Simonov suggests that rats will change their location in a dramatic and persistent way 
that may not habiutate even after weeks of training. Even more impressively, how much 
rats change their physical location to avoid distress cues from other mice or rats may 
negatively correlate with how likely they are to engage in aggression as a defensive reac-
tion, suggesting that even in rats, avoidance of other’s pain may correlate with decreased 
general aggression.

In sum, these studies support the hypothesis that it is possible to meet the criteria 
for an ideal rodent model of intersubjective avoidance. Amazingly, rodents avoid others’ 
pain, a behavior human violent offenders do not perform and psychopaths may not have 
the affective neural machinery to perform (Aniskiewicz 1979; House and Milligan 1976; 
Blair et al. 1997). To clarify, these studies do not indicate why observer rodents feel nega-
tive in response to other rodents’ distress (are they scared? do they feel sympathy?), nor 
whether observer rodents have conscious intentions toward other rodents’ distress (do 
they want to help, or do they simply want to get away?). However, as discussed in sections 
11.1 and 11.2 of this chapter, neither a specific origin nor a specific intention is necessary 
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for negative intersubjectivity to mediate violence aversion. What is most important is 
simply that observers avoid others’ distress cues, as opposed to ignoring them or freezing 
upon perceiving them. Indeed, the studies described above convincingly show that ro-
dents can and will avoid other rodents’ distress. The studies published thus far have not 
designed their behavioral paradigms to be able to quantify how much each rodent does 
not like witnessing distress in other rodents, but the paradigms could easily be adapted 
to do so by simply varying the intensity of negative stimulus rats are required to endure 
to avoid another rat in distress (intensity of light in the Preobrazhenskaya and Simonov 
studies) or varying the amount of positive stimulus rats are required to give up in order 
to avoid another rat in distress (amount of sucrose reward in the Evans and Braud study). 
Once the exact paradigm is established, it would be relatively easy to implement parallel 
studies in humans for validation and comparison. A few labs are actively working on 
developing these kinds of behavioral models for rodents, so the question is no longer if 
a robust rodent model of negative intersubjectivity can be established, but rather when 
such models will be standardized.

11.3.4. � The Futur e of Rodent Models of Negative Intersubjectivit y

When rodent intersubjective avoidance models become serviceable, multiple kinds of 
information will become instantly attainable that may facilitate treatments for antiso-
cial behavior. As a few examples, the observing-​is-​feeling and mirror-​neuron hypotheses 
of negative intersubjectivity can finally be proved or disproved by recording from single 
cells or populations of cells while rodents are avoiding other animals’ distress. The hy-
pothesis that oxytocin is involved in intersubjective avoidance can finally be tested rigor-
ously using causal manipulations of specific populations or types of oxytocin cells. The 
pharmacological basis of negative intersubjectivity can be characterized to help iden-
tify potential pharmaceutical treatments for antisocial behavior in humans. High-​ or 
low-​intersubjectivity rat lines can be bred to provide insight into what types of traits or 
biological markers tend to correlate with high or low intersubjective avoidance, and to 
help identify candidate genes responsible for prosocial or antisocial behavior in humans. 
More nuanced questions can also be addressed, such as whether the anatomical connec-
tions to putative mirror neurons help clarify why pain to oneself still feels subjectively 
different than observing pain in another, even if both pain experiences activate some of 
the same neurons. And, of course, new models of negative intersubjectivity can be devel-
oped and refined. The past decade of neuroscience has yielded more information than 
we imagined possible, and, similarly, the next decade of neuroscience has the potential 
to use rodent models to understand violence aversion in creative and insightful ways that 
far surpass what is described here. Very little—​if any—​of this progress will be achieved 
if antisocial behavior is only studied in humans.

This chapter has focused on how rodent research can inform our understanding 
of violence aversion. Will rodent research tell us anything about other types of moral 
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action? As I final thought, I’d like to propose that we should find out (and I suspect the 
answer will be yes). There are two main mechanisms by which rodent negative inter-
subjectivity research is likely to influence human morality research: (1) by providing an 
increasingly sophisticated knowledge base to operationalize biologically based defini-
tions and questions about moral judgment and moral action in general, and (2) by mo-
tivating very specific, testable hypotheses about what causes and influences judgments 
and behaviors that we believe have moral relevance. In particular, rodent research will 
be helpful both for delineating the different computations that contribute to moral 
judgments and for understanding subconscious forces that influence our moral behav-
iors. Such empirical observations may then, in turn, influence theoretical accounts of 
morality by providing opportunities to better define terms like “emotion” and “reason,” 
and by providing more clarity to what “causes” us to commit to a moral judgment or 
perform a moral action. Of course, it is likely that some aspects of human morality 
cannot be studied in other species. However, it will be just as useful to determine what 
aspects of human behavior are unique to humans as it will be to determine what aspects 
of human behavior are shared with other species. In fact, such comparisons may be 
instrumental for understanding what makes humans feel something is “moral” in the 
first place.

To be clear, not all aspects of morality can be understood with empirical research, 
and rodent research cannot answer all empirical questions about morality. We should 
not perform all future morally relevant research in rodents. Rather, just like most other 
fields of biomedical research, rodent research and human research should be pursued in 
parallel with a commitment to compare and combine relevant findings. Rodent models 
should be used to generate hypotheses about moral action or judgment, and human stud-
ies should be used to test these hypotheses in verifiably moral situations (or vice versa). 
The results of these tests will then be used to refine and revise hypotheses in rodents 
(or humans), and the cycle will begin again. This approach has helped us make great 
advances in our understanding and treatment of phenomena as complex as addiction 
(Gardner 2010), and it may do the same for morality research. Most importantly, if the 
moral decision-​making field commits to taking a multispecies, mechanism-​grounded 
strategy to understanding moral action, we may dramatically improve human lives by 
reducing violence and increasing prosocial behavior. This, I believe, is the next frontier 
of morality research.

Our evolved reverence for the sanctity of life makes random violence and cruelty one 
of the most devastating of our strange behaviors, and one that seems like it will never be 
explainable. Caleb Mallery, a victim of violence in 1780, is reported to have cried out to 
his murderer in between blows, “Tell me what you do it for!” (Lepore 2009). While the 
past decade has done much to advance our understanding of moral judgment, the next 
frontier is to find an answer to Caleb’s question. We must learn how to explain immoral 
action.
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